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ABSTRACT

In this paper, we propose an approximated acceleration
framework for image filtering by subsampling with color
space transformation. Image subsampling then processing is
a simple acceleration approach for general image processing;
however, the processing loses the resulting accuracy. To keep
the high accuracy, the proposed framework converts a color
space of the input image, i.e., as RGB, into an appropriate
color space, such as YUV, DCT, and PCA. These kinds of
the color spaces gather important signals to one channel. The
channel information is biased; thus, we downsample other
non-important signals, and then we perform filtering for the
converted full-sample and downsample signals. The exper-
imental results show that the proposed framework achieves
high accuracy and fast computational time for various image
filters.

Index Terms— image filtering, color space transforma-
tion, image subsampling, joint filtering, acceleration

1. INTRODUCTION

Image filtering is one of the fundamental tools in image pro-
cessing. The typical image filters are box filters [1–3], Gaus-
sian filters [1, 4, 5], Gabor filters [6], bilateral filters [7, 8],
guided image filters [9], and so on. These filters are utilized
for various applications, such as image denoising [1,10], fea-
ture detection [6, 11, 12], stereo matching [13], high dynamic
range imaging [14], up-sampling/super resolution [15], and
haze removing [16].

These filters are defined as 2D finite impulse response (FIR)
filters. The computational order is O(r2) per pixel, where r
is the kernel radius. Several algorithms reduce the order, such
as separable algorithms, recursive algorithms, and infinite
impulse response (IIR) filtering algorithms. The separable
algorithms decompose the filtering kernel into 1D verti-
cal and horizontal kernels, and its computational order is
O(r) [17, 18]. Also, these filters are accelerated by recursive
or IIR filtering, and the computational order is O(1) [4,5,19].

Image downsampling [20] is also one of the traditional
acceleration approaches. In this process, an input image is
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downsampled, and then the downsampled image is filtered.
The filtered image is upsampled at last. The approaches do
not reduce the computational order per pixel, but reduce the
number of processing pixels. The approaches accelerate im-
age processing; however, the accuracy of the resulting image
is degraded.

The technique of the image downsampling is also utilized
in the image compression context. The representative usage
is chroma subsampling [21]. The method subsamples the
chrominance components while does not subsample the luma
component in the YUV color space. The chroma subsampling
is based on the knowledge that the effect of the deterioration
of the chrominance components is smaller than that of the
luma component for human perception. We can regard the
color space transformation as color decorrelation [22]. Other
color spaces, such as discrete cosine transform and princi-
pal component analysis, also perform the color decorrelation.
If we downsample images in the other color spaces like the
chroma subsampling, they may have similar effects as YUV.

The chroma subsampling is discussed only in image com-
pression, but it can also accelerate image filtering. However,
filtering weights, which are based on the distance in RGB
color space, is invalid, such as the bilateral filters and guided
image filters. The reason is that the distance of the YUV color
space is different from that of the RGB color space.

In this paper, we propose an approximated acceleration
framework for image filtering by utilized color space transfor-
mation. We introduce concepts of the chroma subsampling,
which are to concentrate important signals on one channel
and subsample unimportant signals, to the proposed frame-
work. Thus, the proposed framework can accelerate various
image filtering while keeping accuracy. The proposed frame-
work employs joint filtering for obtaining filtering weights
correctly. By joint filtering, the proposed framework com-
putes the weights based on the RGB color space. The advan-
tage of the proposed framework is that the proposed frame-
work and various acceleration filtering algorithms can be used
in combination.

2. IMAGE SUBSAMPLING

The acceleration with image downsampling is defined as:

Ī = (f(I↓) ∗ I↓)↑, (1)



where I and Ī are an input image and output image, respec-
tively. f(·) is the filtering weights function. ↓ and ↑ represent
downsampling and upsampling operators, respectively. ∗ is a
convolution operator. The approach accelerates image filter-
ing, but loses the accuracy.

Chroma subsampling [21] is a similar approach to the
image downsampling. The method downsamples only the
chrominance components in YUV color space images. The
chroma subsampling needs to convert images into YUV im-
ages. For example, YUV4:2:2 does not downsample Y com-
ponent, and subsamples U and V components in half. The
technique is based on that human perception is more sensitive
to the degradation of luminance than that of color; thus the
method is utilized in the context of the bit-rate reduction.

The chroma subsampling reduces the cost of processing
as a side effect because the number of the processing pixels is
reduced. We aggressively utilize the characteristics for accel-
eration of image processing with various kinds of color space
transformation.

3. COLOR SPACE TRANSFORMATION

3.1. YUV Color Space

The YUV color space has three components, which are luma
component (Y) and chrominance components (U and V). The
Y signals mean luminance and are based on colorimetric con-
siderations. The U and V signals are calculated as differences
between Y signals and the B and G values, respectively. The
RGB to YUV conversion is defined as follows: Y

U
V

 =

 0.299 0.587 0.114
0.500 −0.419 −0.0813
−0.169 −0.331 0.500

 R
G
B

 . (2)

The 3× 3 matrix is a transformation matrix, which is defined
in ITU-R BT. 601 [21]. The transformation matrix is a non-
orthogonal matrix. Therefore, the inverse transformation is
achieved by using the inverse matrix. The process is the fol-
lowing: R

G
B

 =

 1.000 1.407 0.000
1.000 −0.714 −0.344
1.000 0.000 1.772

 Y
U
V

 . (3)

3.2. 3-Point DCT

Discrete cosine transform (DCT) is one of the frequency
transformation. The DCT exploits correlation in spatial and
color dimensions. The DCT is used in frequency domain
filtering [1, 23] and image compression [24]. The color
decorrelation can also be achieved by performing DCT on
the color space [22, 23]. The RGB to DCT transformation is
defined as follows: F1
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The transformation matrix has a 3-point DCT basis. The in-
verse transformation is achieved by using the transpose op-
eration of the matrix because the DCT transform matrix is
orthogonal. The process is defined as: R
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3.3. Principal Component Analysis

Principal component analysis (PCA) converts possibly corre-
lated variables into uncorrelated variables by an orthogonal
matrix. The uncorrelated variables are called principal com-
ponents. The PCA is a technique of the decorrelation and di-
mensionality reduction [22]. The first component represents
the variability of the data to the maximum extent possible.
The other components explain the remaining variability.

The PCA is obtained by decomposition of a covariance
matrix. Let pixels of an input image be X = [x1, x2, x3]

T ,
where x1, x2, and x3 are values of a pixel in each RGB chan-
nels, and T denotes a transpose operator. The covariance ma-
trix C is defined as:

C =
1

N

N∑
k=1

XkX
T
k −mmT , (6)

whereN is the number of pixels. m is the mean vector, which
is defined as follows:

m =
1

N

N∑
k=1

Xk. (7)

The transformation matrix A is corresponding to eigenvectors
of C:

A =
[
e1 e2 e3

]T
, (8)

where e1, e2, and e3 are eigenvectors. The their eigenvalues,
λi, have descending order so that λi > λi+1. The projection
from the RGB space to the PCA space is obtained by:

P = AX, (9)

and the inverse projection is defined as:

X = ATP . (10)

4. PROPOSED FRAMEWORK

In this section, we propose an approximated acceleration
framework for image filtering by utilizing color space trans-
formation. Figure 1 shows the overview of the proposed
framework. Firstly, the proposed framework converts the
RGB color space into an appropriate color space. The color
space transform is defined by:

J = φ(I), (11)

where I is an input RGB image. J is a color space converted
image and a set of channel images as J = {J1,J2,J3}. Note
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Fig. 1: The overview of the proposed framework.
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(a) Gaussian filter.
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(b) Gabor filter.
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(c) Bilateral filter.

Fig. 2: PSNR w.r.t computational time. The kernel radius r is 32. Parameter of Gaussian filter is σ = r/3. Those of the Gabor
filter are σ = 5, θ = 10, λ = 30, γ = 10, and ψ = 15. Those of the bilateral filter are σs = r/3 and σr = 20.

that Ji has more essential signals than Ji+1. φ(·) denotes a
function of color space transformation.

Secondly, we perform filtering for J :

J̄ =

{
f(I) ∗ Jn n = 1

(f(I↓) ∗ Jn↓)↑ n = 2, 3
, (12)

where J̄ is a filtered image. In the filtering processing, J1 is
not downsampled since J1 is essential. On the other hand, J2

and J3 are downsampled.
When filtering weights are changed by image intensities

I , such as bilateral filtering, we cannot filter the converted im-
age J , directly. To consider the weight from I , we should fil-
ter image as joint filtering [25,26]. If filtering weights are cal-
culated based on the converted image, they are not correct in
several filters, which have weights depending on pixel values
in RGB color space. Therefore, in the proposed framework,
the weights are calculated from the RGB image by using the
joint filters.

Finally, J̄ is converted back to the RGB color space:
Ī = φ−1(J̄), (13)

where Ī is an output image and φ−1(·) denotes a function of
inverse color transformation.

The proposed framework accelerates image filtering by
image subsampling and achieves high accuracy by the color
space transformation. The image filtering is performed on the
essential channel without downsampling, and the other chan-
nels are filtered after downsampling. Moreover, the proposed
framework solves the problem of weight computation by us-
ing joint filtering. Therefore, we can deal with various image
filters and accelerate the filters while keeping accuracy.

In addition, the proposed framework does not change fil-
tering algorithms itself. Therefore, we can also utilize special-

ized acceleration algorithms for each channel filtering, such
as FFT and recursive acceleration.

5. EXPERIMENTAL RESULTS

We compared the proposed acceleration framework with the
simple image subsampling approach and the proposed frame-
work without color space transformation, which downsam-
ples R and G channels, as competitive methods. Also, we
evaluated three filters, such as Gaussian filtering, Gabor fil-
tering, and bilateral filtering. The weight of the Gaussian fil-
tering is defined as:

f(p, q) := exp(
‖p− q‖22
−2σ

), (14)

where p and q are current and reference position, respectively.
‖ · ‖2 denotes the L2 norm. σ is a smoothing parameter. The
weight of the Gabor filtering is defined as:

f(x, y) := exp(
x′2 + γ2y′2

−2σ2
) cos(2π

x′

λ
+ ψ), (15)

where x and y are horizontal and vertical parts of p − q, re-
spectively, and x′ := x cos θ + y sin θ and y′ := −x sin θ +
y cos θ. λ denotes the wavelength. θ denotes the orientation
of the normal to the parallel stripes. ψ and γ are the phase
offset and the spatial aspect ratio, respectively. The weight of
the bilteral filtering is defined as:

f(p, q) := exp(
‖p− q‖22
−2σ2

s

) exp(
‖I(p)− I(q)‖22

−2σ2
r

), (16)

where σs and σr are smoothing parameters for space and
color, respectively. The weights of the Gaussian filtering
and Gabor filtering depend on only spatial distance; thus, the
weights are invariant on all pixels. That of the bilateral fil-
tering depend on spatial and color distance; thus, the weights



Table 1: PSNR [dB] of the Gabor filtering. Parameters are
σ = 5, θ = 10, λ = 30, γ = 10, and ψ = 15. The downsam-
pling ratio is 1/16.

conventional propose
image sub. RG sub. YUV DCT PCA

kodim01 24.48 26.24 44.72 45.11 41.57
kodim02 31.50 32.94 39.31 39.33 39.53
kodim03 31.86 33.19 43.99 44.54 44.63
kodim04 31.16 32.92 43.53 43.67 41.44
kodim05 24.78 26.35 40.85 41.43 41.54
kodim06 26.79 28.31 45.49 46.06 44.55
kodim07 29.21 30.93 44.16 44.79 44.60
kodim08 22.75 24.41 43.73 44.15 43.30
kodim09 30.23 31.82 46.75 47.41 45.93
kodim10 30.59 32.26 47.17 47.75 46.87
kodim11 28.14 29.71 45.49 45.77 44.05
kodim12 29.95 31.53 46.82 47.48 46.19
kodim13 23.81 25.48 43.53 44.25 43.96
kodim14 27.77 29.23 39.41 39.72 38.59
kodim15 30.53 32.17 43.99 44.33 43.62
kodim16 30.71 32.28 49.65 50.16 50.28
kodim17 30.78 32.51 48.46 49.00 49.20
kodim18 27.69 29.30 43.40 43.95 39.94
kodim19 26.85 28.37 47.22 47.72 48.15
kodim20 29.65 31.22 45.41 45.97 45.70
kodim21 27.56 29.17 46.15 46.64 44.39
kodim22 29.63 31.31 43.06 43.60 43.13
kodim23 31.36 33.00 43.04 43.49 43.47
kodim24 26.48 28.45 41.49 41.99 41.96

depend on values of RGB pixels. Therefore, the bilateral
filtering requires joint filtering, and the Gaussian filtering and
Gabor filtering do not require. Note that the bilateral filter-
ing was applied to each channel image because we assumed
that each channel images does not correlate. The proposed
framework utilized three kinds of color spaces, such as YUV,
DCT, and PCA. The approximation accuracy was evaluated
with the peak signal noise ratio (PSNR) between the approxi-
mation and naı̈ve algorithm. Filtering radius was r = 32. For
evaluation, we used 24 images (768×512), which are Kodak
images. We used Intel Core i7-7800X 3.5GHz (6 cores, 12
threads) and Visual Studio 2017 as a compiler.

Figure 2 shows the relation between PSNR and computa-
tional time with changing the downsampling ratio. The pro-
posed framework accelerates these filters while keeping high
accuracy. The proposed framework is the highest accuracy
than the conventional methods of image subsampling and RG
subsampling. For the Gabor filtering and the bilateral filter-
ing, the proposed framework is more effective. The weight of
the Gaussian filtering is simple, but those of the Gabor filter-
ing and the bilateral filtering are complex.

In comparison with the color spaces, the accuracy of the
DCT is the highest among the three kinds of color space, but
these are almost the same accuracy. The DCT and the YUV
are almost the same computational time, and the PCA is the
slowest among them. The PCA requires to calculate the mean
and covariance of the input image; thus, the transform ma-
trix depends on the image. On the other hand, the transform
matrices of DCT and YUV are invariant regardless of the im-
age. Table 1 shows that PSNR of the Gabor filtering. In most
cases, the accuracy of the DCT is the best. However, in a

(a) Naı̈ve. (b) Image sub. (c) Proposed.

Fig. 3: Result images of Gaussian filtering.

(a) Naı̈ve. (b) Image sub. (c) Proposed.

Fig. 4: Result images of Gabor filtering.

(a) Naı̈ve. (b) Image sub. (c) Proposed.

Fig. 5: Result images of bilateral filtering.

small number of images, the PCA is more accurate. There-
fore, the PCA is not necessarily ineffective.

Figures 3 - 5 depict filtering results of an image. In vi-
sually, the proposed framework can keep high approximate
accuracy.

6. CONCLUSION

In this paper, we proposed an acceleration framework for im-
age filtering by image subsampling. The proposed framework
uses characteristics of the color decorrelation to downsample
channel images, which do not have essential signals. The joint
filtering is used to correctly calculate weights in transformed
images, which is different from RGB color space. The ex-
perimental results showed that the proposed framework ac-
celerates the Gaussian filtering, the Gabor filtering, and the
bilateral filtering while keeping high approximate accuracy.

Also, the proposed framework does not change algo-
rithms of image processing itself. If we construct the pro-
posed method as a class library or processing framework,
we can accelerate various image processing with slight code
modification, because we can directly use optimized code
of each image processing. In our experiment, we use the
optimized code based on OpenCV 4.0 without modification,
actually.
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