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Abstract—This paper studies how to accelerate a single channel
2D image convolution using NVIDIA’s Tensor Core. Tensor Core
is a dedicated arithmetic unit for speeding up matrix products
and was proposed to speed up the convolution in machine
learning. From the Volta architecture of NVIDIA’s GPU, Tensor
Core is utilized for various applications. The Tensor Core is not
limited to machine learning but various applications. This paper
focus acceleration of image convolution of a single-channel filter
of finite impulse response (FIR) filtering. Usually, Tensor Core is
used for multi-channel convolution; thus, direct usage of Tensor
Core cannot maximize the performance of the usual FIR filtering.
Therefore, we propose three programming patterns for parallel
processing of FIR filtering: kernel-loop unrolling, kernel-image-
loop unrolling, and diagonal kernel-image-loop unrolling. Our
experiments compare the proposed loop unrolling methods for
linear time-invariant (LTI) and variant filters (LTV): Gaussian
filtering and bilateral filtering. The results show that Tensor
Core can accelerate the convolution for LTI filters but cannot
accelerate linear LTV filters. Also, we compare the two GPU
architectures of Turing and Ampere, and we can accelerate the
LTI filter using TCs in both architectures.

I. INTRODUCTION

Image filtering is an essential tool for image processing,
and neighborhood filtering, i.e., finite impulse response (FIR)
filtering, is fundamental. These filters are used for various
applications: edge detection [1], scale-space analysis [2], de-
noising [3], [4], [5], detail enhancement [6], high-dynamic
range imaging [7], dehazing [8], [9], style transfer [10],
depth filtering [11] image quality assessment [12], and image
compression [13], [14], [15].

The computational order of the naı̈ve FIR convolution is
O(r2), where r is the filtering radius; thus, its computational
time becomes long when r is large. Therefore, acceleration
algorithms for specific filters are proposed. For example,
Gaussian filtering is accelerated by separable convolution
and fast Fourier transform (FFT), traditionally. The recursive
approximations [16], [17] and sliding discrete cosine transform
methods [18], [19] further accelerate the Gaussian filtering. In
the bilateral filtering [4] cases, there are many accelerating ap-
proaches [20], [21], [22], [23], [24], [25], [26]. Look-up-table
approaches can accelerate any filters [27], [28]. However, these
algorithms are insufficient scalability for massively parallel
computing such as graphic processing units (GPUs). Under
the insufficient parallelability algorithm, naı̈ve implementation
with GPUs is faster than the optimized algorithms.
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GPUs have several to several hundred times the number of
cores of CPUs and can achieve high computational speed by
parallelizing computations. Moreover, in May 2017, NVIDIA
releases Volta architecture equipped with units of Tensor
Cores (TC) [29], hardware dedicated to matrix-multiply-and-
accumulate operation on a 4 × 4 matrix in one GPU clock
cycle. TCs perform matrix multiplication with input data in
half floating-point precision and the accumulation in 32-bit
single-precision in mixed-precision mode.

The TCs is developed for deep learning, consisting of the
multi-channeled convolution, represented by matrix-multiply
operations. However, various image processing techniques
used the matrix-multiply operations, such as FFT [30]. Also,
TCs is used for various tasks [31]. Moreover, TCs is effective
for reduction and scan parallel computing pattern [32], which
are used in various image processing. In addition to NVIDIA
GPUs, accelerating matrix-multiply is also possible with
ACIS, such as Google’s Tensor Processing Unit (TCP) [33]
and Intel Movidius Myriad 2 [34]. CPU extensions for the
matrix-multiply unit will include the Intel Advanced Matrix
Extension (AMX), which will be available from the Sapphire
Rapids architecture, and the ARM Scalable Matrix Extension
(SME), which will be available from Armv9-A. Moreover, the
computing unit is extended for Halide [35], [36], [37], which
is a domain specific language for image processing, to utilize
TCs [38] for easy to use TCs. Therefore, the usage of the
matrix-multiply unit will become more common in the future.

In this paper, we study how to accelerate a single-channel
2D image convolution using TCs in GPUs. TCs prefers multi-
channel convolutions; thus, the single-channel convolution
cannot maximize the performance of TCs by usual usage.
This paper proposes three loop unrolling patterns for parallel
programming using TC: kernel-loop unrolling, kernel-image-
loop unrolling, and diagonal kernel-image-loop unrolling to
maximize the performance. Also, we compare the speed of
two types of filters to verify the variation of filters: linear
time-invariant (LTI) filter and linear time-variant (LTI) filter.

II. FIR IMAGE CONVOLUTION

We review two types of FIR filters of LTI and LTV filters.

A. Linear Time-invariant Filter

LTI filters are linear and time-invariant filters, i.e., the kernel
weight is constant for each pixel. LTI filters include moving-
averaging filtering, Gaussian filtering, Sobel filtering, Prewitt



filtering, Laplacian filtering, Gaussian of Laplacian filtering,
Gabor filtering. The definition of the LTI is defined as follows:

Ī(p) =

∑
q∈N(p)W (p, q)I(q)∑

q∈N(p)W (p, q)
(1)

where I(q) is an image intensity at a pixel q, and Ī(p) is an
output intensity at p. The weight function W (p, q) indicates a
kernel weight between a focusing pixel p and a neighborhood
pixel q. The LTI weight function is fixed for each pixel; thus,
when both the pixel of the focusing and the neighborhood
pixel are shifted by one position, they are constant; W (p, q) =
W (p + 1, q + 1). Therefore, the LTI filter is a time-invariant
filter. The LTI convolution weight does not depend on the
luminance value of the focusing pixel, but it only depends on
the relative position of reference pixels. For example, we show
the weight of the Gaussian filtering:

W (p, q) = exp

(
−‖p− q‖22

2σ2
s

)
, (2)

where, σ is a standard deviation parameter of the Gaussian
distribution, and ‖ · ‖ indicates the L2 norm function.

B. Linear Time-variant Filter

An LTV filter has linearity and time degeneration, including
a parameter adaptive LTI filter, a wavelet transform, and a
bilateral filter. Here, we define bilateral filtering:

Ī(p) =

∑
q∈N(p) ωs(p, q)ωr(I(p), I(q))I(q)∑

q∈N(p) ωs(p, q)ωr(I(p), I(q))

ωs(p, q) = exp

(
−‖p− q‖22

2σ2
s

)
ωr(I(p), I(q)) = exp

(
−‖I(p)− I(p)‖22

2σ2
r

) (3)

where ωs(p, q) is the same weight function of Gaussian
filtering; thus, the weight has time-invariant property. By
contrast, ωr(I(p), I(q)) refers to the luminance value of the
pixel of interest, its weight changes depending on the pixel of
interest. Therefore, the filter is a time-varying function.

III. CONVOLUTION ON GPU

A. Graphic Processing Unit

NVIDIA’s GPUs consist of Streaming Multiprocessor (SM)
units, and each SM contains four sub-cores. Each sub-core
contains INT32, FP32, and FP64 processors and TC. The
consumer GPU’s micro-architectures are Pascal (GTX 10,
2016), Turing (RTX 20, 2018), and Ampere (RTX 30, 2020)
in NVIDIA GeForce. The professional usage GPUs are Pascal
(Tesla P100, 2016), Volta (Tesla V100/Titan V, 2017), and
Ampere (A100, 2020). In the current newest GPU of A100
GPU, they consist of the following [39].
• SMs: 128 (16 SM/Graphics Processing Cluster (GPC))
• INT32 CUDA Core: 64 per SM
• FP32 CUDA Core: 64 per SM
• FP64 CUDA Core: 32 per SM
• TC: 4 per SM

TABLE I
MATRIX LAYOUT THAT CAN BE COMPUTED WITH WMMA API

instruction Input Type Accumulation Type Possible size
DMMA double (FP64) double 8× 8× 4

HMMA (TF32) TF32 float (FP32) 16× 16× 8
HMMA (bfloat16) bfloat16

16× 16× 16
32× 8× 16
8× 32× 16

HMMA (FP16) half (FP16) half
float

IMMA (8 bit) char
unsigned char

integer (INT32)IMMA (4 bit) u4 (4 bit unsigned)
s4 (4 bit signed) 8× 8× 32

BMMA (1 bit) b1(1 bit) 8× 8× 128

CUDA Cores are usual arithmetic computing unit, and TC
is an arithmetic computing unit that performs matrix-multiply
operations at high speed, and the Volta micro-architecture
firstly mounts it. Volta and Turing architectures have 8 TCs per
SM. Each TC can perform 4×4×4 matrix-multiply operations
in one clock cycle, equivalent to performing 64 FP16/FP32
mixed-precision fusion multiply-accumulate (FMA) operations
in one clock cycle. The Ampere architecture has only 4 TCs
per SM, while it has the 3rd generation TCs, which can
perform 8 × 4 × 4 (GA102) or 8 × 8 × 4 (GA100) matrix
multiply per a clock. Therefore, the Ampere architecture has
twice the processing power per one TC compared to the Volta
and Turing.

The lowest level interface to program the usage of TCs is
CUDA warp matrix multiply accumulate (WMMA) API [29].
TC is executed in a synchronized manner at the warp level
(32 threads). The computable matrix size is represented by
M×N×K, which represents the following matrix operations.

AM×K ×BK×N + CM×N = DM×N

dij = cij +
∑
k

aikbkj
(4)

The Ampere architecture’s TC supports various data types,
and also supports the computable matrix size depending on the
data type shown in Tab. I. We note that while TCs implements
4 × 4 × 4 matrix multiplications in hardware, WMMA API
allows us only to compute larger matrix multiplications than
the minimum size. The large size is the warp-level primitive.

B. Loop Unrolling for SIMD

Single instruction multiple data (SIMD) computing is a par-
allel processing type categorized by Flynn [40]. SIMD com-
puting simultaneously computes multiple data with a single
instruction. In GPU, single instruction multiple threads (SIMT)
is a similar computing type. Also, the Tensor Core instruction
can compute SIMD type parallelization for the matrix multiply
operation. This section reviews SIMD computing for standard
computing units such as CUDA Core.

Using SIMD computing, loop unrolling for handling mul-
tiple data is essential. In the FIR filtering, there are three
loops: image-loop, kernel-loop, and color-loop [41]. Generally,
the used image data structure is Array of Structure (AoS),
which interleaves multi-channel information in the most inner
loop. For example, the RGB image format with AoS data
sequence is RGBRGB...RGB. The SIMD unit loads data
consecutively for the number of simultaneous calculations;



Algorithm 1 Image loop
Require: image, kernel

For (i = 0, i <image.height, i = i+ 1)
For (j = 0, j <image.width, j = j + 4)

acc0=acc1=acc2=acc3=0
For (k = 0, k <kernel.size, k = k + 1)

acc0 = acc0+W (k)I(j + k.x+ 0, i+ k.y)
acc1 = acc1+W (k)I(j + k.x+ 1, i+ k.y)
acc2 = acc2+W (k)I(j + k.x+ 2, i+ k.y)
acc3 = acc3+W (k)I(j + k.x+ 3, i+ k.y)

Algorithm 2 Kernel Loop (4 pixels)
Require: image, kernel

For (i = 0, i <image.height, i = i+ 1)
For (j = 0, j <image.width, j = j + 1)

acc=0
For (k = 0, k <kernel.size, k = k + 4)

acc = acc+W (k0)I(j + k0.x, i+ k0.y)
acc = acc+W (k1)I(j + k1.x, i+ k1.y)
acc = acc+W (k2)I(j + k2.x, i+ k2.y)
acc = acc+W (k3)I(j + k3.x, i+ k3.y)

thus, loop unrolling color loop requires the number of vector
length color channels, e.g., eight channels in CPU’s AVX, 16
channels in CPU’s AVX, 32 channels in GPU’s warp unit. For
this case, we usually change the data structure from AoS to
the structure of array (SoA) format. The structure has color
channels in the most outer loop, e.g., data arrangement is
RR...RGG...GBB...B. After SoA transformation, we can unroll
data in the image-loop or kernel-loop direction. Note that in
the signal channel case, which is the target of this paper, the
data structure is SoA in default.

The kernel-loop unrolling merges elements in kernel loops
and computes a pixel shown in Algorithm 1. The image-loop
unrolling merges elements in image pixel-loops and computes
the data with the same kernel value shown in Algorithm 2.
Note that image size is width × height. Kernel size is also
2D; however, the shape is arbitrary, such as square or circle.
Therefore, we represent kernel loop as 1D, which collapses
the 2D arbitrary kernel loop into 1D.

IV. PROPOSED METHOD

The convolution order represented using TCs is different
from the SIMD cases. This paper introduces three cases:
kernel-loop unrolling, kernel-image-loop unrolling, and diag-
onal kernel-image-loop unrolling. Here, we assume that we
have 3× 3 TCs for ease of explanation.

A. Kernel-loop Unrolling

We introduce the kernel-loop unrolling. The kernel-loop
unrolling can be achieved by transposing the kernel matrix
and the pixel value matrix as the input matrix. An example
of the kernel loop unrolling for 3× 3 convolution is shown in
Fig. 1. First, we load 3× 3 patch with the transpose of image

Fig. 1. Kernel-loop unrolling in TC.

and store its relative weights to TCs. Next, we perform matrix
multiply to compute simultaneously. Since the corresponding
elements of the kernel and pixel value at the pixel of interest
are the sum of the products of the n-th row and n-th column,
the calculation results of the corresponding elements appear
in the diagonal components. Finally, the total of the diagonal
elements is the output of the kernel loop unrolling.

Here, we explain the computational flow as a matrix mul-
tiply form: D = A× B + C. Let pi,j be the shifted position
p = (x, y) by (i, j): pi,j = (x + i, y + j). We here consider
matrix-multiply elements as a convolution result. We set a
transposed input weight matrix W (p, q) as A, and a input
image matrix I(q) as B. Note that the accumulation matrix
C is a zero matrix. The output element dpi,j

∈ D is calculated
as follows:

dpi,j
=

∑
k∈{0,1,2}

W (pk,i, qk,j)I(qk,j). (5)

In the diagonal elements cases, i.e., i = j, i ∈ {0, 1, 2}, the
equation is as follows:

dpi,i
=

∑
k∈{0,1,2}

W (pk,i, qk,i)I(qk,i). (6)

This means that dpi,i is the result of the convolution of the
i-th column: I(p1,1) =

∑
i dpi,i

.
When we replace the pixel values with the bilateral range

weights or bilateral range weights multiplied by pixel values,
the convolution becomes the bilateral filter’s denominator or
numerator, respectively. The numerator is defined as follows:

dpi,i=
∑

k∈{0,1,2}

(
ωs(pk,i, qk,i)

)(
ωr(I(pk,i),I(qk,i))I(qk,i)

)
. (7)

Also, the denominator is defined as follows:

dpi,i
=
∑

k∈{0,1,2}

(
ωs(pk,i, qk,i)

)(
ωr

(
I(pk,i), I(qk,i)

))
. (8)

This method only uses diagonal elements; thus, computa-
tional efficiency is not high.

B. Kernel-image-loop Unrolling

We introduce the kernel-image-loop unrolling. The kernel-
image-loop unrolling using TC is shown in Fig. 2. First, we



Fig. 2. Kernel-image-loop unrolling in TC.

load the top column of the weight matrix and set the top
column. Next, we load the top column of the image in the
kernel and then store left rows with transpose. In the next
row, we load pixels in a one-pixel slide widow and then store
it with transpose. The process is repeated until the matrix of
pixel values is filled with all elements. Then, matrix-multiply
is performed. After that, the convoluted result of top column
is stored in the top column. The flow is defined as follows for
i ∈ {0, 1, 2}:

dpi,0
=

∑
k∈{0,1,2}

W (pk,i, qk,0)I(qk,0i,k). (9)

The process is repeated until the kernel column end. The stride
of the unrolling is the radius for the image-loop direction.

Here, we consider the matrix layouts that can be computed
with WMMA API. There are three types of FP16/FP32 mixed
operations: 16×16×16, 32×8×16, and 8×32×16. For the
kernel-image-loop unrolling, only 16 elements of the first line
can be used when 16×16×16 case, while 32 elements of the
first line can be used in the 32×8×16 cases. The kernel-loop
unrolling can use up to 16 elements in the 16× 16× 16 case;
thus, the kernel-image-loop unrolling with the 32 × 8 × 16
tends to be more efficient.

This process can also represent bilateral filter weight. The
numerator is defined as follows:

dpi,0 =
∑

k∈{0,1,2}

(
ωs(pk,i, qk,0)

)
(10)(

ωr(I(pk,i), I(qk,0i,k))I(qk,0i,k)
)
.

The denominator is defined as follows:

dpi,0
=
∑

k∈{0,1,2}

(
ωs

(
pk,i, qk,0

))(
ωr(I(pk,i), I

(
qk,0i,k)

))
. (11)

C. Diagonal Kernel-image-loop Unrolling

We introduce the diagonal kernel-image-loop unrolling,
which is an extension of kernel loop unrolling. Here, we
consider the convolution of an LTI filter, which has the same
weight function for each pixel.

We now consider the unused elements in kernel-loop un-
rolling. We show the left/right next diagonal elements cases:

a b c d e f g h I j

a b c d e f g h I jb c d

b c dspace 
weight

pixel 
values

c d e

b c d

a b c

e f g

e f g

f g h

e f g

d e f

a b c d e

d e f g h

c d e

b c d

a b c

f g h

e f g

d e f

a b c d e f g h

Fig. 3. Diagonal kernel-image-loop unrolling using TC.

TABLE II
RELATIONSHIP OF 3× 3 MATRIX-MULTIPLY ELEMENTS BETWEEN INPUT

AND REGARDED OUTPUT.

dp0,0 dp0,1 dp0,2 dp1,0 dp1,1 dp1,2 dp2,0 dp2,1 dp2,2

dp0,0 dp+10,0 dp+20,0 dp−11,1 dp1,1 dp+11,1 dp−22,2 dp−12,2 dp2,2

j = i± 1, i ∈ {0, 1}.

dpi,i±1
=

∑
k∈{0,1,2}

W (pk,i, qk,i±1)I(qk,i±1). (12)

dp0,1
is the 3 × 1 convolution result of the top column of

the next pixel. dp1,2
is the second column of that. Also, dp1,0

is the 3 × 1 convolution result of the second column of the
previous pixel. dp2,0 is the last column of that. Note that we
do not have the last column of the convolution result of the
next pixel and the top column of that of the previous pixel.

Next, we consider the second left/right next diagonal ele-
ments: j = i± 2, i ∈ {0}.

dpi,i±2 =
∑

k∈{0,1,2}

W (pk,i, qk,i±2)I(qk,i±2). (13)

dp0,2
is the 3× 1 convolution result of the top column of the

next next pixel position, and dp2,0
is that of the last column

of the previous previous pixel.
Table II shows the relationship of all the elements. To

replenish the missing convolution result, we can unroll and
convolution with a kernel width stride. Figure 3 show the
computational flow. For obtaining the convolution result, we
unroll the image-loop at the convolution radius with processing
TC and sum the diagonal elements.

The process is limited for the LTI filter. Let consider the
convolution of the bilateral filter, which is an LTV filter. Since
the bilateral filter is time-invariant, the neighboring elements of
the matrix cannot be used to calculate the neighboring pixels.
Only the corresponding vectors of the matrices, the diagonal
components of the matrices in the case of pixel loop, and the
first row of the matrices in the case of kernel loop can be used.
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V. EXPERIMENTAL RESULTS

We verified the effectiveness of the proposed loop unrolling
for TCs. We used a Gaussian filter as an LTI filter and a bilat-
eral filter as an LTV filter to compare the different convolution
methods. Note that Gaussian filtering is a separable filter; thus,
we can reduce the computational order to O(r) using separable
convolution. However, we did not use separable convolution in
our experiment to verify the performance of general LTI filters.
The experimental image was a 128 × 128 grayscale image,
and the processing time is measured while the convolution
radius r is varied from 1 to 23. Note that we did not measure
the convolution radius beyond this value (r > 23) because
it is difficult to maintain the accuracy in FP16/FP32 mixed-
precision arithmetic. The computer used for the measurement
was Ryzen9 5900X CPU and GeForce RTX3090 GPU. The
accuracy of the data was calculated using a mixed-precision
calculation of FP16 input and FP32 accumulation.

For Gaussian filtering, we used the matrix layout of 16 ×
16 × 16 with diagonal kernel-image-loop unrolling. Since
the LTI filter can compute neighboring pixels simultaneously,
the kernel size was used as the stride width in the column
direction, and the row direction was computed for all rows. In
addition, we use kernel-image-loop unrolling as a competitive.

The bilateral filtering is compared using a kernel-image-
loop unrolling that uses only the first row of the matrix in two
layouts, 16 × 16 × 16 and 32 × 8 × 16. Since the LTV filter
cannot compute adjacent pixels, it is computed for all pixels.
In both cases, when r > 7, the matrix was split between the
loop, and multiple operations were performed using TC.

The execution time of the Gaussian filter with varying kernel
size is shown in Fig. 4. The time of diagonal kernel-image
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Fig. 6. Processing time of Gaussian filtering on various GPU.
TABLE III

GPU SPEC. FOR FP16, FP32, AND TC, UNIT IS TFLOPS. #CC AND #TC
ARE THE NUMBER OF CUDA CORES AND TENSOR CORES.

Model Arch. Clock #CC #TC FP16 FP32 TC
RTX 3090 Ampere 1.70 10496 328 35.7 35.7 142.7
Titan RTX Turing 1.77 4608 576 32.6 16.3 130.5

(DKI) loop unrolling using TC is shorter than using CUDA
Core 16/32-bit cases from r ≥ 7. In particular, there is a
large difference for r = 7, 15. The kernel-image (KI) loop
unrolling using TC is not efficient since the utilization of TC
is not complete.

The bilateral filter cases is shown in Fig. 5. Implementing
the matrix size of 32× 8× 16 was faster than the implemen-
tation using the matrix size of 16 × 16 × 16; however, the
usual implementation with CUDA core is faster than the TC
implementation.

Figure 6 shows the difference between the GeForce
RTX3090 (Ampare GA102) and GeForce TITN RTX (Turing).
Table III shows the spec of each GPU and the Peak TFLOPS
is computed as follows (CC is CUDA Core):
• TuringCC: 4608cores × 1.77GHz× 2FMA= 16.312
• AmpereCC: 10496cores × 1.70GHz× 2FMA= 35.686
• TuringTC: 576cores × 1.77GHz× 2FMA×641= 130.499
• AmpereTC: 328cores×1.70GHz× 2FMA×1282= 142.746

For each case, DKI loop unrolling is the fastest. The difference
between TC implementation and CC implementation becomes
smaller than the previous generation of GPU due to the ratios
of peak FLOPS (TC/CC) are 8 (Turing) and 4 (Ampere).

VI. CONCLUSION

In this paper, we proposed three loop unrolling method for
TCs and verified these effectiveness for image filtering of LTI
and LTV filters: Gaussian filtering and bilateral filtering as
examples. Time-invariant Gaussian filter has high using rate
of the TC with diagonal kernel-image-loop unrolling. The TC
calculation results was faster than the CUDA Core calculation
for the part with a large kernel radius. In addition, it is shown
that the execution time can be shortened by changing the
matrix size of TC in the bilateral filter because the matrix can
be used efficiently; however, usual CUDA Core parallelization
is more efficient than using TC. As our future work, we will
develop a DSL for recursive filtering, such as [42], with TC.

11st/2nd generation TC computes 64 16-bit-elements with FMA per a clock.
23rd generation TC for RTX3090 computes 128 16-bit-elements with FMA

per a clock.
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