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ABSTRACT   

A recent image sensor in a camera contains millions of pixels. The pixel itself records only the intensity of a single light 

signal of red, green, or blue in the Bayer patterned sensor. When the camera moves position slightly, however, the different 

kinds of wavelength light signals can be recorded in a different pixel. In other words, we can complement the missing 

color signals in the Bayer pattern by the captured ray from the moved camera. Consequently, a full-color image can be 

generated without demosaicing, but the capturing method may cause a false-color. In our proposed method, we take more 

than 50 images to complement the pixels because the camera position is moved artificially rather than mechanically. 

Besides, we use the dense optical flow to track the movement of all pixels between the reference image and the other 

images. All images are converted from Bayer images to grayscale images to calculate the optical flow. Then, the pixels 

are linked according to the optical flow, the missing color pixel values in reference Bayer image are complemented from 

the other corresponding Bayer images. In our experiments, we generated sharper images than the demosaiced method. 
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INTRODUCTION  

A current camera capture an image as Bayer patterned images. Then, the Bayer image passes the image processing pipeline 

to obtain a color image. The image processing pipeline consists of demosaicing1, denoising2, 3, 10, color correction4 and 

white balance correction5, and edge enhancement. In recent years, smartphones use an image processing pipeline that uses 

continuous burst images to generate high-quality images6. In this case, the usual image processing pipeline is not efficient 

because we can capture various kinds of signals from the multiple captured images. The paradigm-changing affects the 

demosaicing and denoising in the image processing pipeline.  

Therefore, in this paper, we revisit what kind of image processing pipeline is better in the image processing pipeline with 

burst-capturing. In particular, we examine whether combining multiple frames can perform functions equivalent to 

demosaicing and denoising. 

 

PROPOSED METHOD 

Interpolation using optical flow 

Taking multiple images with Bayer pattern while shifting the camera slightly, different kinds of wavelength color can be 

probably captured at the same pixel position. In this case, the captured multiple images need to link the corresponding 

pixels. Usually, multi-frame based interpolation uses the corresponding points7. In the proposed method, we also use the 

point by using dense optical flow in Bayer images.  

Optical flow estimation methods usually use grayscale or color image, not directly compute on Bayer image; thus, we 

prepare images converted to grayscale by demosaicing at first. We use edge-aware interpolation for demosaicing8. After 

determining, we select one reference image, and then we calculate the optical flow from the reference image to the other 

images. We regard the optical flow in the grayscale image as the flow of its Bayer image. Then, the pixels in multi-frame 

Bayer images are linked to a reference image by the flow for interpolation, i.e., we just copy signals from the other frames. 

Note that we do not use the demosaicing image, but use Bayer images. The numerical accuracy of optical flow has a sub-

pixel accuracy level of about 0.25 pixels; thus, we handle the subpixel flows in the next section. 

 



 

 
 

 

 

 

 

Figure 1. According to the optical flow, the reference Bayer image is complemented by the other Bayer images. The white 

triangle is the center of the pixel. The black circle is the destination of the optical flow from 𝑝. If multiple pixels overlap like 

𝑜𝑝
1 and 𝑜𝑝

2, we use the weighting method. If the pixels do not overlap, the pixel value is taken without weighting. In this case 

of 𝑜𝑝
1, because the distance between the white triangle and the black circle is far, 𝑔𝑝

1 is small weight. 

 

Weighting by the distance from the center of the nearest pixel 

We perform weighted interpolation using the fractional values of the optical flow. Figure 1 shows our proposed method. 

When there is a corresponding pixel, we just copy the pixel. When we have two or more corresponding pixels, we perform 

the weighted interpolation. The weight depends on the distance to the nearest integer pixel, i.e., rounding the value of 

optical flow. Then the distance is weighted by Gaussian function. The weight is defined as follows; 
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where 𝑝 is a pixel in the reference image,  𝒇𝑝
𝑖  is the optical flow, which includes horizontal and vertical flows and estimated 

from 𝑝 to the i-th Bayer image, 𝑑𝑝
𝑖  is the rounding distance of the optical flow, R(∙) is the function that rounds off each 

element. 𝑔𝑝
𝑖  is Gaussian weights by the 𝑑𝑝

𝑖 , σ is the standard deviation of the Gaussian function. Then we interpolate the 

pixels by using the weight. The color signals at the pixel 𝑝, 𝑅𝑝, 𝐺𝑝 and 𝐵𝑝, are defined as follows; 
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where 𝑜𝑝
𝑖  is the pixel value of i-th destination Bayer image referenced by the integer value of the optical flow on pixel 𝑝. 

𝑚 is the number of input Bayer images. J is a switching function for judging the color of the referred pixel in the Bayer 

pattern. After the interpolation, we can obtain the demosaicing image, and also, the image is denoised by multiple images 

averaging of this interpolation function. 

 



 

 
 

 

 

 

EXPERIMENTAL RESULTS 

In this experiment, we compared the edge-aware demosaiced image from a single Bayer image and the result of the 

proposed method. We corrected the black level and white balance in the Bayer images at first. At the end of each method, 

we applied gamma correction and color correction using a color correction matrix. Note that we did not apply denoising 

and edge enhancement in this image processing pipeline. In the proposed method, when taking multiple images, the camera 

fixed on a tripod was set up on the trolley, we moved the camera position in parallel with vertical and horizontal directions. 

A dense optical flow algorithm used in the proposed method was dense inverse search9. The used camera is the Nikon 

D7200. 

Figure 3 shows the image that is applied edge-aware demosaicing from the Bayer image, and Figure 4 and Figure 5 show 

the images combined with 50 Bayer images. Figure 4 shows that the method uses a pixel for interpolation. The method 

collects the pixels closest to the destination of the optical flow, i.e., we assign the most nearest Bayer value to the integer 

coordinate. Figure 5 uses the proposed weighting method. As a result, the proposed method removed the noise in Figure 4 

and Figure 5 compared to Figure 3. Figure 4 contains striped edges; however, Figure 5 suppresses the striped pattern 

because of the weighting function. 

 

 

Figure 3. Result of edge-aware demosaicing of the reference image. 

 

 

Figure 4. Result of the method that collects the pixels closest to the destination of the optical flow. 

 

 

Figure 5. Result of the proposed weighting method.  

 



 

 
 

 

 

 

CONCLUSION  

In this paper, we proposed the more straightforward method that interpolates missing color signals by taking multiple 

images. We indicated that combining multiple frames can perform functions equivalent to demosaicing and denoising by 

using the proposed weighting method according to the distance between the destination of the optical flow and the center 

of the nearest pixel. 
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